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Abstract
In this work, we present a handle-based di-
rect manipulation paradigm that builds upon
a pseudo-skeleton with bones that are al-
lowed to stretch and twist. Solving for the
unknown positions of the joints in an as-rigid-
as-possible manner decouples the optimization
problem from the geometric complexity of
the input model allowing for real-time edits
even for high-quality datasets. The degrees
of freedom can be manually adapted to the
user’s needs giving the freedom to implicitly
specify the regions the deformation takes place.
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1 Introduction

Realistic character animation plays an important
role in creating a believable virtual scenery that
is able to enthrall the viewer. Especially the
animation of vertebrates is a very challenging
task, since humans are very sensitive to unplau-
sible deformations of such characters. There-
fore, artists have to invest a lot of time and effort
to create animations that convince our eyes. In
this work, we combine a pseudo-skeleton with a
state of the art handle based direct manipulation
approach for mesh deformation.

1.1 Related Work

Mesh deformation is a well established research
domain with a long publication history making
it intractable to discuss all important publica-
tions. In this work, we restrict the discussion

to the approches that are most relevant for our
method. A more extensive discussion and com-
parisons between the different approches, with a
focus on physically plausible deformations, can
be found in the survey [1]. Creating a skeleton
for a character and setting up suitable skinning
weights is a tedious and time consuming man-
ual task that has to be performed by experienced
artists. To remedy this problem, recent work fo-
cuses on automatic rigging techniques [2, 3, 4].
These techniques allow to automatically extract
a skeleton and matching skinning weights. In
recent years, interactive and intuitive mesh de-
formation paradigms became very popular. As-
rigid-as-possible (ARAP) surface modeling [5]
computes a deformation that is locally as-rigid-
as-possible. Since the ARAP paradigm directly
operates on the model’s geometry, deformations
of high-quality characters can not be computed
in real-time. To eliminate this limitation, the as-
rigid-as-possible paradigm has recently been ap-
plied to different proxy geometries. This allows
to decouple the optimization problem from the

Figure 1: We leverage a pseudo-skeleton to al-
low for real-time ARAP edits.



(a) Full skeleton (b) Simplified skeleton

Figure 2: The output of [4] is shown in (a). The
user selects the required joints (blue)
resulting in the simplified skeleton (b).

models geometric complexity. In [6], the au-
thors use the simplified mesh and in [7] a volu-
metric lattice is used. The second approach adds
volume-awareness and solves the optimization
problem using a data-parallel GPU solver.

1.2 Overview

We apply the ARAP paradigm to an automat-
ically constructed pseudo-skeleton (Section 2).
Since our proxy geometry uses a small number
of degrees of freedom (DOFs), the underlying
optimization problem (Section 3) can be solved
efficiently and allows us to deform high-quality
characters in real-time. An evaluation of our ap-
proach and timings are presented in Section 4.
We conclude in Section 5 and present ideas for
future work.

2 Pseudo-Skeleton

The core component of every efficient mesh de-
formation algorithm is a proxy geometry, since
it decouples the optimization problem from
the model’s geometric complexity. We use a
pseudo-skeleton with a small number of DOFs
leading to real-time performance.

2.1 Skeleton Extraction

We start by automatically extracting a skeleton
of the input model M = (V, E) with ver-
tices vk ∈ V and edges ei,j ∈ E using the
mesh contraction based algorithm of Au et al.
[4]. It contracts the mesh by iteratively solv-
ing a weighted diffusion problem under soft-
constraints. If the contracted mesh has approx-
imately zero volume, a one-dimensional graph
(skeleton) is extracted using a greedy algorithm
which iteratively collapses the edges that result

in the smallest error. During mesh reduction, the
vertices that have been mapped to each joint by
the half edge collapses are recorded. This infor-
mation can later on be used to center the com-
puted skeleton. We do not use the metric pro-
posed in [4]. Instead, we use a simpler approach
that moves each joint to the center of gravity
of the associated vertices. In most cases, the
computed skeleton still has many DOFs. There-
fore, we allow the user to manually select a sub-
set (see Figure 2) using an editor. We remove
all joints not contained in this set using iterative
edge collapses. This allows us to keep each DOF
only if it is necessary and to implicitly specify in
which regions the deformation takes place.

2.2 Pseudo-Bones and Pseudo-Joints

The computed skeleton can not directly be
used in conjunction with an as-rigid-as-possible
modeling paradigm, since the local rotations
for most joints of the skeleton are under-
determined. To guarantee a unique solution,
we add additional pseudo-bones and pseudo-
joints (blue), see the figure on the right.
At joints with a degree
of two, the tube-like
structures of the adja-
cent bones share the in-
serted pseudo-joints. For higher degree joints,
we create separate pseudo-structures for each
bone and connect them by adding additional
pseudo-bones. The final pseudo-skeleton S =
(J , B) can be seen in Figure 1.

2.3 Skinning

We use Linear Blend Skinning [8, 9] to define
the mapping between S andM. This allows us
to express the current vertex positions v̂j as a
linear combination of the current joint positions
n̂k:

v̂j =

|J |∑
k=1

αj,kn̂k. (1)

We could also incorporate more flexible skin-
ning methods if they can be expressed in this
form. To compute the skinning weights, we use
the diffusion based Pinocchio [3] approach, this
leads to smooth transitions between the influ-
ence regions of the different bones.



3 Constraint based Deformation

New poses can be modeled using a handle based
direct manipulation metaphor. Each handle acts
as a constraint on the vertex closest to its center
and can be modified to create new poses. Our
system provides the users with real-time feed-
back even for high-quality models. In the ARAP
method [5], finding an optimal deformation is
cast as a non-linear energy minimization prob-
lem. We use a similar formulation and incorpo-
rate the user-input as soft-constraints:

Etotal(S) = Ereg(S) + α · Efit(S).

In our experiments, we used the weight α = 25.

3.1 The Fitting Energy Efit

The fitting energy Efit measures how well the
user constraints are fulfilled. Let I(k) denote
the index of the k-th constrained vertex and tk
its target position. The deviation from the user
constraints C can be measured as:

Efit(S) =
|C|∑
k=1

||v̂I(k) − tk||2.

Since we use Linear Blend Skinning [8, 9], the
constrained vertex positions can be expressed as
a linear combination of the unknown joint po-
sitions n̂k (see Equation 1). Note that only a
few of the αj,k are non-zero, since each vertex
is only influenced by a small number of bones.

3.2 The Regularization Energy Ereg

The idea of the regularizer in the ARAP method
[5] is to find the unknowns such that the local
deformations are as-rigid-as-possible. The local
rigidity at the i-th joint of our pseudo-skeleton
can be measured as:

Ereg(n̂i) =
∑

j∈N (i)

||(n̂i − n̂j)−Ri(ni − nj)||2.

The n̂i are the unknown joint positions, the ni

the corresponding positions in the rest pose and
the Ri the unknown rotations. The global regu-
larizer is defined as the sum of the local rigidity
measures:

Ereg(S) =
|J |∑
i=1

Ereg(n̂i).

Figure 3: Four sample edits: The corresponding
rest poses are shown in gray.

3.3 The Non-Linear Solver

The deformation energy Etotal is non-linear in
the unknown rotations Ri and quadratic in the
unknown joint positions. Fortunately, an effi-
cient flip-flop optimization scheme exists [5] for
such energies. First, the Ri are considered as
fixed and it is solved for the n̂i, the minimizer is
the solution of a sparse linear system:

(L+ α2 ·CTC)n̂ = b+ α ·CT t.

The matrix L is the Laplace Beltrami operator.
We use the edge length normalized discretiza-
tion of this operator to factor out the length of
the bones. The soft constraints on the positions
of the vertices are encoded in CTC and can
be handled as described in [7]. Second, the n̂i

are considered fixed and optimal local rotations
Ri are computed by local shape-matching. This
process is iterated. For a fixed set of constrained
vertices, the matrix L + α2 · CTC is constant
and can be prefactored.

4 Results

We have tested our modeling paradigm using a
diverse set of models, see Figure 3 and the ac-
companying video. Note that even if the skele-
ton is not perfect (Fighter), we can still cre-
ate meaningful poses. Our approach can han-
dle objects (Fork) with no underlying skeleton



PROPERTIES ARAP OURS

Model Vertices Joints SVDs RHS Solve Copy
∑

SVDs RHS Solve LBS
∑

Raptor 10k 47 122 100 41 1.8 265 1.9 1.6 2.6 5.0 11.1
Raptor 40k 47 511 415 236 7.8 1170 1.8 2.9 2.6 19.8 27.1
Raptor 100k 47 1301 1046 655 24 3026 1.7 1.6 2.5 49.3 55.1
Raptor 20k 47 218 161 100 3.8 483 1.8 1.6 2.6 10.5 16.5
Raptor 20k 81 218 161 100 3.8 483 3.0 2.5 3.5 11.4 20.4

Table 1: Timings: Comparison of ARAP [5] and our method (in ms).

in reality. The timings (see Table 1) for mod-
els and proxies of varying complexity have been
measured on a Core2 Quad Q9450 CPU @2.66
GHz with an NVidia GeForce GTX 285 GPU.
We used 5 flip-flop steps and give the total
time required per frame split up in local shape-
matching (SVDs), the right hand side (RHS),
solving the sparse linear system and applying
the LBS. For ARAP, we give the time required
to copy the result back to our data structure. Our
method is real-time capable (Table 1) and orders
of magnitude faster than ARAP.

5 Conclusion

We presented a real-time mesh deformation al-
gorithm that solves for the unknown joint posi-
tions of a pseudo-skeleton using an ARAP reg-
ularization. The user directly interacts with the
input model making our approach easy to use
even for unexperienced users. In the future, we
will give artists control over the stretching re-
sistance of individual bones and plan to com-
bine our approach with more elaborate skinning
methods that are better suited for handling local
rotations and stretchable bones.
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J. Süßmuth. GPU based ARAP Deforma-
tion using Volumetric Lattices. In EG 2012
- Short Papers, pages 85–88, 2012.

[8] J. P. Lewis, M. Cordner, and N. Fong. Pose
space deformation: A unified approach to
shape interpolation and skeleton-driven de-
formation. In ACM SIGGRAPH 2000 pa-
pers, pages 165–172, 2000.

[9] N. Magnenat-Thalmann, R. Laperrière, and
D. Thalmann. Joint-dependent local de-
formations for hand animation and object
grasping. In Proc. on Graphics interface
’88, pages 26–33, 1988.


